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We develop an integral equation approach to study anisotropic fluids with planar spins in the presence of an
external field. As a result, the integral equation calculations for these systems appear to be no more difficult
than those for ordinary isotropic liquids. The method presented is applied to the investigation of phase coex-
istence properties of ferromagnetic XY-spin fluids in a magnetic field. The soft mean spherical approximation
is used for the closure relation connecting the orientationally dependent two-particle direct and total correlation
functions. The Lovett-Mou-Buff-Wertheim and Born-Green-Yvon equations are employed to describe the
one-particle orientational distribution. The phase diagrams are obtained in the whole range of varying the
external field for a wide class of XY-spin fluid models with various ratios of the strengths of magnetic to
nonmagnetic Yukawa-like interactions. The influence of changing the screening radii of the interaction poten-
tials is also considered. Different types of the phase diagram topology are identified. They are characterized by
the existence of critical, tricritical, critical end, and triple points related to transitions between gas, liquid, and
para- and ferromagnetic states, accompanied by different external field dependencies of critical temperatures
and densities corresponding to the gas-liquid and liquid-liquid transitions. As is demonstrated, the integral
equation approach leads to accurate predictions of the complicated phase diagram behavior which coincide
well with those evaluated by the cumbersome Gibbs ensemble simulation and multiple-histogram reweighting
techniques.
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I. INTRODUCTION

Spin fluids are examples of many-body systems showing
a rich variety of phases in the global phase diagram �1–7�.
For these systems, besides gas-liquid, liquid-liquid, and
paramagnetic-ferromagnetic phase transitions, critical, tric-
ritical, critical end, and triple point behavior can be ob-
served. Under special conditions, an unsymmetrical tricriti-
cal van Laar point may appear also �8�. Such a complexity
with respect to simple liquids arises due to the existence of
additional spin degrees of freedom and the coupling between
them and spatial coordinates. Moreover, the presence of spin
interactions and external fields destroys the orientational ho-
mogeneity of the fluid leading to a nonuniformity or aniso-
tropy in the distribution functions.

The properties of spin fluids have been investigated using
mean field �MF� theories �1–7�, integral equation �IE� ap-
proaches �8–14�, as well as Monte Carlo �MC� simulation
techniques �7,9,12,17–21�. Different types of models, such as
the well-recognized discrete one-dimensional �1D� spin
Ising, or continuous 2D spin-XY and 3D Heisenberg fluids,
have been considered. Despite these extensive studies, the
question concerning the global phase diagram topology of
the XY-spin fluid including the influence of an external mag-
netic field has never been addressed. Recently, the differ-
ences in the external field dependence of critical tempera-
tures and densities for the above three models have been
identified �7�. However, the calculations were performed
within a MF approach and exclusively for simplified �ideal�
spin fluids, where nonmagnetic attractive interactions are ab-
sent. The more accurate IE theory has been restricted either
to ideal and nonideal Ising systems �8� or to ideal Heisenberg
fluids �9–14�.

Surprisingly, up to recently there have been no attempts at
developing the IE approach for the XY-spin-fluid model. This
model may play a crucial role in the description of superfluid
transitions in pure 4He and its mixtures in bulk or in media
such as porous gold �22� or silica aerogel �23�. It is generally
believed �23� that the superfluid transition in 4He belongs to
the classical 3D XY model universality class �here 3D relates
to the dimensionality of spatial coordinates�. Similar phase
diagrams are found in symmetric binary mixtures �24–31�
with their gas-liquid and demixing transitions, spin lattice
gas models �32,33�, mixtures of 3He-4He with the superfluid
and demixing states �22,34,35�, etc. On the other hand, the
fluid of particles with embedded XY spins described by clas-
sical statistical mechanics can be treated as one of the sim-
plest models of disordered continuum systems exhibiting fer-
romagnetic behavior.

The presence of external fields produces an inhomogene-
ity in spin fluids characterized by an anisotropy of the one-
body density. Within the standard IE approach this leads to
the necessity of carrying out very complicated joint calcula-
tions for one- and two-body distribution functions on the
basis of the coupled set of the anisotropic Ornstein-Zernike
�AOZ� equation, a proper closure relation, and the first equa-
tion of the Born-Green-Yvon �BGY� hierarchy �36� or its
Lovett-Mou-Buff-Wertheim �LMBW� counterpart �37,38�.
Such calculations result in unresolvable numerical difficul-
ties because of the restricted capabilities of even supercom-
puters. It is worth emphasizing also that existing IE develop-
ments for Ising �8� and Heisenberg �9–14� systems are not
applicable to the XY fluid. The reason is that neither can it be
mapped onto a binary nonmagnetic mixture �as for Ising� nor
can its anisotropic correlations be expanded in spherical har-
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monics �as for Heisenberg�. Systems with partially con-
strained molecule orientations �15� also cannot be reduced to
the XY fluid model. The specific XY-spin interactions require
a separate IE consideration.

Quite recently �16�, we have proposed a method allowing
us to overcome the difficulties of the AOZ approach in the
case of XY fluids. As has been demonstrated, the phase dia-
grams can readily be evaluated by expanding the one- and
two-body correlation functions in terms of planar harmonics.
The consideration however has been performed exclusively
within the BGY scheme for the one-body distribution func-
tion and has been restricted to a particular case when the
screening radii of the magnetic and nonmagnetic potentials
are fixed and equal.

In this paper we develop the AOZ integral equation ap-
proach for XY fluids by presenting a more extended deriva-
tion of the planar harmonics expansion procedure including
the LMBW scheme for the one-body correlation function.
Comparison of the obtained IE solutions with our MC simu-
lation results has shown a quantitative reproduction of the
phase diagrams in a wide region of density, temperature, ex-
ternal field, and parameters of the interaction potentials. The
dependencies of the critical temperatures and densities on the
external field are presented and analyzed in detail as well.
The paper is organized as follows. The XY model potentials,
basic equations of the AOZ approach, and the conditions of
phase separations are given in Sec. II. A way of providing the
thermodynamic self-consistency is discussed there too. De-
tails of the AOZ computations and MC simulations as well
as the results are described and compared in Sec. III. Con-
cluding remarks and comments are highlighted in Sec. IV.

II. INTEGRAL EQUATION APPROACH

A. The XY-spin-fluid model

The full potential energy of the XY-spin-fluid system can
be written in the form

U = �
i�j

N

���rij� − I�rij� − J�rij�si · s j� − H · �
i=1

N

si, �1�

where N is the total number of particles, ri is the 3D spatial
coordinate of the ith body carrying planar spin si of unit
length, rij = �ri−r j� denotes the interparticle separation, and H
is the external magnetic field vector lying like si in the XY
plane. The exchange integral of ferromagnetic �J�0� inter-
actions and the nonmagnetic attraction �I�0� potential can
be chosen in the form of Yukawa functions,

J�r� =
2�z1��2

z1� + 1

�J�

r
exp�− z1�r − ��� ,

�2�

I�r� =
2�z2��2

z2� + 1

�I�

r
exp�− z2�r − ��� ,

where �J and �I denote the interaction intensities, � is the
size of the particles, and z1 and z2 are the inverse screening
radii of the potentials. The nonmagnetic repulsion � between
particles will be modeled by a more realistic soft-core �SC�
potential �shifted Lennard-Jones� �7,8�,

��r� = �4��	�

r

12

− 	�

r

6� + �, r � �6 2� ,

0, r � �6 2� ,
 �3�

rather than by the hard-sphere �HS� one

�HS�r� = �	, r � � ,

0, r � � .
� �4�

The multipliers 2�z1��2 / �z1�+1� and 2�z2��2 / �z2�+1�,
appearing in Eq. �2�, have been used to make the integrals
��

	I�r�dr=8
�I�
3 and ��

	J�r�dr=8
�J�
3 independent of z1

and z2, respectively. The latter integrals describe the contri-
bution of the interactions to the free energy within the usual
hard-sphere MF �HSMF� theory �3�. Thus the HSMF results
will not depend on z1 and z2 for the Yukawa potentials rep-
resented in the form of Eq. �2�. At z1=z2=1/� �the case
which is frequently exploited in theory and simulation�, the
multipliers are equal to unity and we come to the usual form
for I�r� and J�r�. Within the soft-core MF �SCMF� theory
�7�, a slight dependence on the screening radii will appear
due to the softness of the nonmagnetic repulsion potential.
Then the integrals transform to �0

	exp�−���r���I ,J��r�dr
=8��T ,z1,2�
�I,J�

3, where �−1=kBT denotes the temperature
with kB being Boltzmann’s constant, and the factor ��T ,z1,2�
takes into account the softness of the repulsion potentials
�see Eqs. �8�–�10� of Ref. �7��. In the case of the more accu-
rate IE approach, a more pronounced dependence of the re-
sults on z1 and z2 will be observed �see Sec. III�. Note that
the IE theory takes into account pair correlations between
particles in spin space, which are ignored within the MF
approximation.

B. Standard AOZ formulation

A complete thermodynamic and magnetic description
of the system considered can be performed in terms of
orientationally dependent one-body ��� and two-body
g�r ,�1 ,�2�=h�r ,�1 ,�2�+1 distribution functions. The
angles � are referred to the external field, so that H ·s
=H cos � and s1 ·s2=cos��1−�2�. According to the liquid
state theory �36,39�, the total correlation function h satisfies
the AOZ equation which in our case reads

h�r,�1,�2� = c�r,�1,�2� +
�

2

�

V

dr��
0

2


d����

�c��r − r��,�1,��h�r�,�,�2� , �5�

where �=N /V is the particle number density, V the volume,
and c�r ,�1 ,�2� the direct correlation function �note that a
positionally homogeneous and orientationally anisotropic
system is being investigated�.

The AOZ equation �5� must be complemented by a clo-
sure relation. The most general form of it is

g�r,�1,�2� = exp�− �u�r,�1,�2� + h�r,�1,�2� − c�r,�1,�2�

+ B�r,�1,�2�� , �6�

where g denotes the radial distribution function,
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u�r,�1,�2� = ��r� − I�r� − J�r�cos��1 − �2� �7�

is the interparticle potential, and B the bridge function �for-
mally setting B=0 corresponds to the hypernetted chain
�HNC� approximation�. The bridge function cannot be deter-
mined exactly for any system of interacting particles, but a
lot of approaches exist allowing one to present it approxi-
mately �36�. One of the ways is to use the soft mean spheri-
cal ansatz �SMSA� �8,40�

B�r,�1,�2� = ln�1 + ��r,�1,�2�� − ��r,�1,�2� , �8�

where

��r,�1,�2� = h�r,�1,�2� − c�r,�1,�2� − �ul�r,�1,�2�

and the long-ranged part ul can be extracted from the total
potential u using the Boltzmann-like switching exponent
built on the soft-core potential �8�, i.e.,

ul�r,�1,�2� = − �I�r� + J�r�cos��1 − �2��exp�− ���r�� .

In the particular case ��r�→�HS�r�, we come to the usual
hard-sphere MSA with g�r ,�1 ,�2�=0 for r�� and
c�r ,�1 ,�2�=��I�r�+J�r�cos��1−�2�� at r��.

Evaluation of pair correlations from the AOZ equation �5�
requires the knowledge of the one-body distribution function
���. This function is obtained from the first member of the
BGY hierarchy �36�,

d

d�
ln ��� =

d

d�
�H cos � − �

�

2

�

V

dr�
0

2


d��

� ����g�r,�,���
du�r,�,���

d��
. �9�

Alternatively, the function ��� can be evaluated using the
LMBW equation �37,38�

d

d�
ln ��� =

d

d�
�H cos � +

�

2

�

V

dr�
0

2


d��

� c�r,�,���
d����

d��
. �10�

The BGY and LMBW equations are equivalent and will lead
to identical results, provided the anisotropic correlation func-
tions g�r ,� ,��� and c�r ,� ,��� are evaluated exactly. This is,
however, not the case in practical implementations, where
the correlation functions are calculated approximately in
view of the approximate character of the bridge function.

Equations �5�, �6�, �9�, and �10� constitute a very compli-
cated set of coupled AOZ-SMSA-BGY or AOZ-SMSA-
LMBW nonlinear integro-differential equations with respect
to h �or g�, c, and . The main problem in solving it is that
the unknowns h�r ,� ,��� and c�r ,� ,��� depend on up to
three �one spatial and two angle� variables �instead of one
spatial coordinate as in the case of simple homogeneous liq-
uids�. This complicates the calculations drastically and leads
to unresolvable numerical difficulties. Thus a method is
needed to remedy such a situation.

C. Reformulation of the AOZ equation

1. Expansions in orthogonal polynomials

Any periodic function of two angle variables can be ex-
panded in sine and cosine harmonics as

f�r,�1,�2� = �
n,m=0

	

�
l,l�=0,1

fnmll��r�Tnl��1�Tml���2� �11�

using the orthogonal Chebyshev polynomials

Tn0��� = cos�n�� ,
�12�

Tn1��� = −
1

n

dTn0���
d�

= sin�n�� .

The planar expansion �11� can readily be applied to
our two-body functions �h ,g ,c�� f with the simplification
fnmll�= fnml�ll� because these functions are invariant with re-
spect to the transformation ��1 ,�2�↔ �−�1 ,−�2� in view of
the symmetry of Hamiltonian �1�. Then exploiting the ortho-
normality condition

�
0

2


Tnl���Tml����d� = tn�nm�ll�, �13�

where tn=
�1−�n0�+2
�n0, yields the expansion coeffi-
cients

fnml�r� =
1

tntm
�

0

2
 �
0

2


d�1d�2f�r,�1,�2�Tnl��1�Tml��2� .

�14�

Note that from the mathematical point of view, the idea of
expessing functions in terms of planar harmonics �Eq. �11��
is of course not new and presents in fact a two-dimensional
generalization of the well-known expansion of one-variable
periodic functions on Fourier harmonics. However, the first
results of its actual implementation in the context of the in-
tegral equation approach for specific XY-spin interactions
have been shown by us in Ref. �16�.

2. Mapping to an isotropic mixture

In terms of the above expansion coefficients, the AOZ
equation �5� can be reduced to the form

hnml�k� = cnml�k� + � �
n�,m�

cnm�l�k�n�m�lhn�ml�k� , �15�

where

nml =
1

2

�

0

2


���Tnl���Tml���d� �16�

are the angle moments of ���, and the 3D Fourier transform
f�k�=�Vf�r�exp�ik ·r�dr has been used. The matrix represen-
tation �15� looks like the OZ equation corresponding to a
mixture of simple homogeneous fluids of nonmagnetic par-
ticles. This is a very important feature because the problem
can now be solved by adapting algorithms already known for
isotropic systems.
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Furthermore, we perform the one-body polynomial ex-
pansion

��� = Z−1 exp ��	H cos � + �
n=1

	

anTn0���
� , �17�

where only cosine harmonics appear due to the property
�−��=��� and

Z =
1

2

�

0

2


exp��	H cos � + �
n=1

	

anTn0���
�d� �18�

is determined from the normalization condition

1

2

�

0

2


���d� = 1.

Then the cumbersome integro-differential equations �9� and
�10� can be solved with respect to angle variables analyti-
cally. The results in the cases of the BGY and LMBW equa-
tions are

an =
�

2n
� dr �

m=0

l,l�=0,1

	

�− 1�l+l�m1lgñml�r�J�r� , �19�

where ñ=n−1+2l�, and

an =
�

n
�
m=1

	

m� dr cnm1�r�m00 =
�

n
�
m=1

	

mm00cnm1�k = 0� ,

�20�

respectively, with n�1.
Handling the SMSA closure �6� also presents no difficul-

ties, because for distances r�21/6� �where ��r�=0; see Eq.
�3�� we obtain from Eqs. �6�–�8� that c�r ,�1 ,�2�=��I�r�
+J�r�cos��1−�2��. Taking into account the expansion

cos��1 − �2� = T10��1�T10��2� + T11��1�T11��2� , �21�

one finds c000�r�=�I�r� and c110�r�=c111�r�=�J�r�, while all
other c coefficients will be equal to zero at r�21/6�. Only
for r�21/6� should we perform a numerical integration �ac-
cording to Eq. �14�� of the right-hand side of Eq. �6� in order
to get the expansion coefficients gnml�r�.

Another important feature of the presented approach is
that only a small number N of harmonics should be, in fact,
involved into the computations because the expansion coef-
ficients rapidly tend to zero with increasing N. Then the
sums �n,m

	 can be replaced without loss of precision by finite
ones with n ,m�N. In our case, the anisotropic potential
u�r ,�1 ,�2� is expanded in terms of zeroth and first harmon-
ics �see Eqs. �7� and �21�� exclusively, while a slight anhar-
monicity �N�1� in the correlation functions will appear due
to the nonlinearity of the closure.

3. Thermodynamic and magnetic quantities

Once the expansion coefficients are found, all the mag-
netic and thermodynamic properties of the system are ob-
tained in a straightforward way �except the chemical poten-

tial and free energy whose evaluation presents a nontrivial
task, see Appendices A and B�. Using first the standard for-
mulas �36,39� of anisotropic fluids and then applying Eqs.
�7�, �11�–�14�, �16�, and �21� one finds, in particular, for the
mean internal potential energy U and the isothermal com-
pressibility KT the following expressions:

U
N

=
1

2

�

�2
�2 � dr d�1d�2��1���2�g�r,�1,�2�

� u�r,�1,�2�

=
�

2 �
n,m=0

	 � dr„���r� − I�r�� � n00m00gnm0�r�

− J�r� �
l=0,1

n1lm1lgnml�r�… �22�

and

�kBTKT = 1 +
�

�2
�2 � dr d�1d�2��1���2�h�r,�1,�2�

= 1 + � �
n,m=0

	 � dr n00m00hnm0�r�

= 1 + � �
n,m=0

	

n00m00hnm0�k = 0� , �23�

whereas the pressure P can be calculated from the virial
equation

�P

�
= 1 −

1

6

��

�2
�2 � dr d�1d�2��1���2�g�r,�1,�2�

� r
du�r,�1,�2�

dr

= 1 −
��

6 �
n,m=0

	 � r dr	d���r� − I�r��
dr

� n00m00gnm0�r�

−
dJ�r�

dr
�

l=0,1
n1lm1lgnml�r�
 . �24�

The magnitude of the magnetization per particle is

M = �M� =
1

N
���

i=1

N

si�� =
1

2

�

0

2


cos������d� � 100,

�25�

where � � denotes the statistical averaging. The elements of
the magnetic susceptibility tensor are

��� = �
�M�

�H�

= ����s1�s1�� − �s1���s1�� + �N − 1�

�Š�s1� − �s1����s2� − �s2���‹� , �26�

where � ,�=x ,y relate to the components of vectors M ,H,
and si which all lie in the XY plane. Fixing without loss of
generality the direction of the external field vector H along
the X axis, one gets the longitudinal
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�xx = ��	110 − 100
2 + � �

n,m=0

	

n10m10hnm0�k = 0�
 �27�

and transverse

�yy = ��	111 + � �
n,m=1

	

n11m11hnm1�k = 0�
 �28�

components of �, while the off-diagonal elements
�xy =�yx=0 will vanish.

The chemical potential can be written in the form

� = �* + kBT�ln � + 3 ln �� , �29�

where � denotes the de Broglie thermal wavelength and

�* = − kBT ln Z0 +
�

�2
�2�
0

1

d�� dr d�1d�2

� ��1����2�g��r,�1,�2�
�u��r,�1,�2�

��
�30�

is the excess part �see Appendix A�. The excess
chemical potential in turn consists of the intrinsic
term related to the one-body distribution function
0���=exp��H cos �� /Z0 of a noninteracting system, where
Z0= �1/2
��exp��H cos ��d�, and the contribution arising
when the interparticle interactions are taken into account.
The integration over the coupling parameter � in the last
term of the right-hand side of Eq. �30� corresponds, in fact,
to the computation of work needed for transferring a separate
particle �whose angle coordinate is marked by �2� from a
collection of noninteracting spins ��=0 with u�=0�0, g�=0
�1, and �=0��2��0��2�� to the system ��=1 with
u�=1�u, g�=1�g, and �=1��2����2�� in the presence of a
fixed external field H. Equation �30� represents an aniso-
tropic generalization of the well-known Kirkwood �charging�
formula �41� for isotropic systems. As for isotropic systems
�8,42,43�, the � integration in Eq. �30� can be performed
analytically. In our case this leads to much more cumber-
some computations because of the anisotropy ���1��1 and
���2��1� of the system. The results are presented in Ap-
pendix A. It has been shown there that in general � cannot
be reduced to an expression in terms of only harmonics co-
efficients hnml ,cnml, or gnml ,nml, as has been done above for
the other quantities �see Eqs. �22�–�28��. In order to obtain �,
it is necessary to explicitly perform some angle integrations
with the bridge function �see Eq. �A16��.

4. Phase separations

The first-order phase transitions between gas and liquid
states can be determined at given values of T and H from the
mechanical and chemical equilibrium conditions

P��I,T,H� = P��II,T,H� ,
�31�

���I,T,H� = ���II,T,H� ,

where �I and �II are the densities of coexisting phases I and
II. While the pressure P can readily by calculated when solv-

ing Eq. �31� using the virial equation of state �24�, the chemi-
cal potential evaluation requires numerical integration with
respect to up to three variables r ,�1, and �2 according to Eq.
�A17�. The only way to avoid such a time-consuming com-
putation is to apply the thermodynamic relation
�����* /���T,H=���P /���T,H−1 which follows from the
Gibbs-Duhem equality S dT−V dP+N�d�−M dH�=0,
where S denotes the entropy �8,46�. Then the chemical po-
tential can be evaluated by integrating the pressure over
density as

��P
* ��,T,H� =

�P

�
− 1 + �

0

� 1

��
	�P���,T,H�

��
− 1
d��

�32�

�note that �P /�−1 is proportional to � according to Eq. �24�,
so that no singularity arises in the integrand at �→0�. In
view of Eq. �32�, the second line of Eq. �31� can be replaced
by the well-known Maxwell construction

	 1

�II −
1

�I
P + �
�I

�II

P��,T,H�
d�

�2 = 0, �33�

where P denotes the coexistence pressure.
The paramagnetic-ferromagnetic transition of the second

order has been found as a boundary Curie curve T���� in the
temperature-density plane, where nonzero �spontaneous�
magnetization M �0 becomes possible at H=0. Below this
curve, i.e., for T�T����, we will have a nontrivial solution
for the expansion coefficients an resulting in 100�0 �see
Eqs. �17�, �19�, �20�, and �25��. For T�T����, only the trivial
solution M =0 will be obtained at H=0.

5. Thermodynamic consistency

According to the thermodynamic relations
KT

−1=���P /���T,H and P=� /�− ��F* /�V�T,H, with
U*= ���F* /���V,H, where U*=U−NHM and F* denotes the
excess Helmholtz free energy, there are two additional pos-
sibilities for the pressure evaluation apart from the virial
equation. Integrating the above relations with respect to den-
sity and inverse temperature one obtains the pressure via the
compressibility route

PK��,T,H� = �
0

� d��

��KT���,T,H�
�34�

and energy route

PU��,T,H� =
�

�
+

�2

�
�

0

� 	U*��,��,H�/N
��



��,H

d��, �35�

where U�� ,T ,H� /N and KT�� ,T ,H� are defined according
to Eqs. �22� and �23�, respectively. Strictly speaking, the
virial �Eq. �24��, compressibility �Eq. �34��, and energy �Eq.
�35�� routes are completely equivalent and should lead to the
same results, i.e., P= PK= PU, provided of course the
one- and two-body correlation functions ��� ,g�r ,�1 ,�2� or
h�r ,�1 ,�2� ,c�r ,�1 ,�2� are calculated exactly. Integral equa-
tion theories yield only an approximate estimate of these
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functions because of the approximate character of the bridge
function B�r ,�1 ,�2�, so that, in general, the quantities P , PK,
and PU will differ to some extent. For the same reason, the
chemical potential obtained directly in terms of correlation
functions �Eq. �A16�� will differ from its thermodynamic
counterpart �Eq. �32��, i.e., �*��P

* .
The thermodynamic self-consistency can be enforced by

introducing corrections to the bridge function. For instance,
in the self-consistent OZ approach �SCOZA�, which in its
original formulation was implemented only for simple iso-
tropic hard-sphere Yukawa �HSY� systems �25,27,29�, such
corrections lead to a multiplication of the MSA direct corre-
lation function c�r� by some state dependent function K�� ,T�
for r��. The SCOZA can be extended to our anisotropic
soft-core XY fluid in the presence of an external field H by
introducing a similar function K�� ,T ,H� as a multiplier at
the inverse temperature � in the SMSA closure �i.e., by for-
mally replacing � by �K�� ,T ,H� in Eqs. �6�–�8��. Then
K�� ,T ,H� is determined by the requirement of thermody-
namic consistency between the energy and compressibility
routes, PU�� ,T ,H�= PK�� ,T ,H�. In a similar manner, the
generalized MSA �GMSA� introduced originally for non-
magnetic HSY fluids �44�, can be extended to a GSMSA
�generalized soft MSA� level for our magnetic soft-core fluid
by modifying the partitioning scheme. Then the long-ranged
part of the potential �see equation just after Eq. �8�� is shifted
by the quantity

�ul = − ��I�r� + �J�r�cos��1 − �2��exp�− ���r�� ,

where �I�r�=�J�r� /R=E� exp�−Z�r−��� /r. The three
state-dependent functions E�� ,T ,H� , Z�� ,T ,H�, and
R�� ,T ,H� can then be determined by the requirement of the
full thermodynamic consistency, i.e., by satisfying the three
conditions PK= P, PU= P, and �P=�. In view of the aniso-
tropy and softness, this leads to a significant sophistication of
the calculations. For instance, the pressure evaluation via the
compressibility �Eq. �34�� and energy �Eq. �35�� routes re-
quires thermodynamic integration and differentiation over a
wide range of temperature and density points, that can be
performed only numerically and is very time consuming.
They go beyond the scope of the present study and will be
considered elsewhere. In this paper for the sake of simplicity,
we will use the virial pressure �Eq. �24�� within the SMSA
closure �Eqs. �6�–�8�� together with the Maxwell construc-
tion �Eq. �33�� when evaluating the phase coexistence densi-
ties �Eq. �31�� between gas and liquid states.

III. RESULTS

The coupled set of AOZ-SMSA-BGY and AOZ-SMSA-
LMBW equations �6�, �15�, �19�, or �20� was solved itera-
tively by adapting the MDIIS �modified direct inversion in the
iterative subspace� algorithm originally proposed in Ref. �45�
and developed in Ref. �8� when handling the Ising IE equa-
tions. At given values of � , T, and H, the iterations started
from initial guesses for cnml�r� and an, and the Fourier-
transformed functions cnml�k� were calculated. Then the total
correlation function in k space was obtained by solving ana-

lytically the OZ equation �15� as h�l��k�= �I
−�c�l��k���l��−1c�l��k�, where h�l� , c�l�, and ��l� are the square
matrices with the elements hnml , cnml, and nml, respectively,
for each fixed l=0 or 1, and I denotes the unit matrix.
Applying the backward Fourier transform yields
h�r�= �1/ �2
�3��h�k�sin�kr� / �kr�dk. With the current values
of c�r� , h�r�, and an, the residuals to the closure relation �Eq.
�6�� and BGY �Eq. �19�� or LMBW �Eq. �20�� equations are
evaluated. Using them, the new values of c�r� and an are
updated according to the MDIIS corrections, and the iteration
procedure is repeated until the solutions converge to within a
relative root mean square residual accuracy of 10−6. The in-
tegration in Eqs. �14�, �16�, and �18� with respect to angle
variables was carried out by Gauss-Chebyshev quadratures
with the number of knots varying from M=8 to 32 with
growing H from 0 to 1000�J. The number of harmonics in-
volved was N=3. Further increase of M and N does not
affect the solutions.

The ratio R of the strengths of magnetic to nonmagnetic
interactions was defined as R=�J /�I. The strength � of the
SC potential �Eq. �3�� was set to �J. This corresponds to a
moderate softness of � with respect to the total potential �see
Eqs. �1� and �7��. Note that in the limit �→	, the potential �
will tend to the HS function �Eq. �4�� with the hard sphere
diameter �62�. The dimensionless quantities �*=��3,
T*=kBT /�J, H*=H /�J, and z1,2

* =z1,2� were chosen in the
presentation of the results.

The simulations were carried out using the Gibbs en-
semble MC �GEMC� method �47� and the grand canonical
ensemble MC approach combined with multiple-histogram-
reweighting �MHR� techniques �48� for evaluating the gas-
liquid and liquid-liquid coexistences, while the Binder cross-
ing scheme �21,49� based on canonical MC simulations was
utilized to determine the paramagnetic-ferromagnetic transi-
tion �at H=0�. Other simulation details are similar to those
reported in Refs. �7,8,21�.

A. The ideal system „R=�…

In Fig. 1 we compare the AOZ-SMSA-BGY and AOZ-
SMSA-LMBW phase diagrams obtained for the ideal
�R=	� XY fluid with z1

*=1 at various external fields H with
the corresponding GEMC and MHR simulation data. As can
be seen, at H=0, a tricritical point separates the second-order
paramagnetic-ferromagnetic phase transition line from the
first-order transition between a paramagnetic gas and a fer-
romagnetic liquid. On turning on the external field, the
tricritical point disappears and transforms into a critical one
related to the transition between gas and liquid states. The H
dependence of the gas-liquid critical temperature and density
is nonmonotonic �see also Fig. 3 below�. This is contrary to
the Ising spin fluids �8�, where the nonmonotonicity arises
only in the nonideal regime.

Samples of the corresponding SCMF �7� binodals are in-
cluded in Fig. 1 as well to demonstrate the obvious advan-
tage of the IE theory over the MF approximation. The SCMF
binodals were obtained �for I�r�=0� on the basis of a soft-
core version of the MF theory introduced recently by us in
Ref. �7�. On the other hand, the AOZ-SMSA-BGY approach

OMELYAN et al. PHYSICAL REVIEW E 72, 031506 �2005�

031506-6



leads to more accurate predictions of the gas-liquid coexist-
ence densities with respect to the AOZ-SMSA-LMBW
scheme. The latter scheme thus appears to be more sensitive
to slight uncertainties in the two-body correlation functions g
and c �see Eqs. �9� and �10�� introduced by the approximate
SMSA bridge function �Eq. �8��. With increasing H the in-
fluence of these uncertainties vanishes because then the main
contribution to the one-body function  will be due to the
interactions of spins with the external field, rather than the
internal interactions between themselves. For this reason, the
differences between the AOZ-SMSA-BGY and AOZ-SMSA-
LMBW results decrease with rising external field and disap-
pear completely in the limit H→	. Note also that contrary to
the theoretical binodals, the GEMC and MHR coexistence
curves terminate when approaching the critical regions. This
is because of the appearance of huge density fluctuations

which cannot be properly handled within finite simulation
boxes. Nevertheless, the MHR technique allows to approach
critical points more closely and should be considered as pref-
erable to the GEMC method. In view of the above, all other
results will be performed within the more precise AOZ-
SMSA-BGY theory and MHR simulation technique �not in-
volving the AOZ-SMSA-LMBW and GEMC schemes�.

The influence of changing the screening radius of mag-
netic interactions on the AOZ-SMSA-BGY phase diagram is
demonstrated in Fig. 2. As was mentioned in Sec. II A, the
HSMF results will not depend on the screening radius by
definition, while within the SCMF theory �7� a slight depen-
dence on z1 should arise due to the softness of the nonmag-
netic repulsion potential. Using the more precise AOZ-
SMSA-BGY integral equation approach, one observes an
obvious z dependence of the coexistence densities for all
values of the external field. The topology of the phase dia-
gram remains, however, the same and is not affected by vary-
ing the screening radius. As in the case of the ideal Ising
fluid �8�, the IE approach predicts a tricritical point behavior
for the ideal XY fluid at H=0 for any z �and not a critical end
point in addition to a gas-liquid critical one, as was sug-
gested for the ideal Heisenberg fluid �13��.

The dependencies of the gas-liquid critical temperature Tc
and critical density �c on the external field H are plotted in
detail in subsets �a� and �b� of Fig. 3, respectively. As can be
seen, varying z1 �this quantity will be denoted below simply
as z� does not change the tendency of functions Tc�H� and
�c�H� to behave nonmonotonically. At small inverse screen-
ing radii �z*�0.5�, the AOZ-SMSA-BGY and SCMF results

FIG. 2. The liquid-gas coexistence densities as a function of
temperature obtained within the AOZ-SMSA-BGY integral equa-
tion approach for the soft-core ideal XY-spin fluid at different val-
ues, z1

*=0.5, 1, 2, and 3, of the inverse screening length �subsets �a�,
�b�, �c�, and �d�, respectively� as well as different values of the
external field, namely, top to bottom �the set of dashed curves�,
H*=0.01, 0.1, 0.3, and 2, as well as, bottom to top �the set of solid
curves�, H*=5, 10, 20, 40, 100, 1000, and 	 �within each subset�.
The bold curves correspond to the case H=0. The paramagnetic-
ferromagnetic phase transition �at H*=0� is plotted by the dotted
lines.

FIG. 1. The gas-liquid coexistence densities �* as a function of
temperature T* obtained within the AOZ-SMSA-BGY integral
equation approach �bold curves� for the ideal �R=	� soft-core
XY-spin fluid with z1

*=1 and different values of the external field,
H*=0, 0.5, 2, 5, 10, 20, 40, and 	. The AOZ-SMSA-LMBW and
SCMF results are plotted correspondingly by bold short- and thin
long-dashed curves. The GEMC and MHR simulation data are
shown as open and full circles, respectively. The paramagnetic-
ferromagnetic phase transition �at H*=0, subset �a�� is presented by
the dotted curve.
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are very close to one another. The reason is that in the Kac
limit z→0, the SCMF theory should lead to exact results
provided the equation of state for the reference �nonmagnetic
soft-core fluid� system is exact too. Indeed, at z→0 the mag-
nitude 2�z��2 / �z�+1� of the magnetic potential vanishes,
whereas the screening length 1/z tends to infinity. Under
such conditions, the magnetic interactions can be treated as
an infinitesimally small perturbation of the reference poten-
tial, making the assumptions of the MF theory exact.

The paramagnetic-ferromagnetic phase transition �which
takes place only at H*=0� obtained within the AOZ-SMSA-
BGY approach is shown in Fig. 4�a� for the set z*=0.5, 1, 2,
3, and 5 of inverse screening radius over a wide temperature
and density region. We see that the dependence of the Curie
temperature T� on � is nonlinear contrary to the HSMF pre-
diction, where the function T�

* =4
�* increases linearly with
rising � independently of z. Within the accurate AOZ-
SMSA-BGY approach, the linear dependence of T� on � is
recovered only in the Kac limit z→0. At moderate and large
values of z, namely, at z*�2, the deviations from the limit-
ing behavior are considerable. At smaller inverse screening
radii z*�2, both AOZ-SMSA-BGY and SCMF theories
agree quite well. This is illustrated in Fig. 4�b� for the par-

ticular case z*=1, where the theoretical results are practically
indistinguishable from the MC simulation data.

In order to ensure that the number of harmonics N=3
chosen is indeed enough for precise AOZ-SMSA-BGY cal-
culations, we explicitly considered the contributions of the
expansion coefficients a1 , a2, and a3 to the one-body distri-
bution function ��� �see Eq. �17��. For N=3, this function
can be cast in the form

��� �
1

Z
exp����H + a1�cos � + a2 cos 2� + a3 cos 3��� ,

where higher-order harmonics have been neglected. The
MF theory corresponds, in fact, to the case N=1 with
a1

MF=a�M =hMF and a2
MF=a3

MF=0, where a=8
�J�
3 and hMF

is the effective internal magnetic field caused by spin-spin
interactions �7�. Then the function ��� simply reduces to
that corresponding to a noninteracting spin fluid in the pres-
ence of the effective external field Heff

MF=H+hMF. The ratio
a1

*=a1 /a1
MF of first-harmonic coefficients evaluated within

the AOZ-SMSA-BGY and MF theories is plotted in Fig. 5 in
a wide density region at some characteristic values of tem-
perature and external field.

As can be seen, the deviations of a1
* from unity are sig-

nificant, especially at moderate densities and low tempera-
tures, and may exceed 35%. The MF theory overestimates
the genuine internal magnetic field at moderate � and low T,
where a1

*�1, and underestimates it for large densities and
high temperatures, where a1

*�1. Only in the low density
limit �→0, where a1

*→1, do the AOZ-SMSA-BGY and MF
results tend to one another. On the other hand, the influence
of the second-harmonic coefficient a2 can also be significant

FIG. 3. The critical temperature Tc
* �subset �a�� and critical den-

sity �c
* �subset �b�� as functions of the external field H*, evaluated

within the AOZ-SMSA-BGY approach for the soft-core ideal
XY-spin fluid at various values of the inverse screening length z*.
The AOZ-SMSA-LMBW function is plotted for z*=1 by the dotted
curves. At z*→0, the result corresponds to the SCMF theory
�dashed curves�.

FIG. 4. �a� The paramagnetic-ferromagnetic transition tempera-
ture T�

* obtained at H*=0 within the AOZ-SMSA-BGY integral
equation approach for the soft-core ideal XY-spin fluid for different
values of inverse screening length, from right to left, z*=0.5, 1, 2,
3, and 5. The result of the standard HSMF theory is plotted as the
dashed straight line and relates to the case z*→0. �b� The results of
the SCMF and AOZ-SMSA-BGY theories for the case z*=1 are
shown as dashed and solid curves, respectively, in comparison with
canonical MC simulation data �circles�.

FIG. 5. The ratio of the first-harmonic coefficient in the expan-
sion of the one-particle distribution function evaluated within the
AOZ-SMSA-BGY approach for the ideal XY-spin fluid model
�z1

*=1� to the effective magnetic field obtained by the MF theory
�subsets �a� and �b��. The influence of the second- and third-
harmonic coefficients is shown in subsets �c� and �d�, respectively.
The results are plotted versus density at several temperatures and
external field values by the bold solid, short-dashed, thin solid, and
long-dashed curves for the cases H*=0, 2, 5, and 10, respectively.
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and achieve of order 30% in magnitude with respect to a1
�see Fig. 5�b��. Therefore, the one-body function cannot be
reduced, in general, to a simple noninteracting representation
for any value of Heff=H+a1. Only beginning from the third-
harmonic coefficient a3, does the unharmonicity become
very small �less than 1%�, so that the influence of the higher-
order terms an with n�N=3 can be neglected completely.
Similar behavior is observed with two-body expansion coef-
ficients hnml, gnml and cnml which vanish for n ,m�N.

B. Nonideal models „0�R��…

1. Zero magnetic field

The AOZ-SMSA-BGY phase diagrams of the nonideal
XY fluid at H=0 are plotted in Figs. 6 and 7 for different
ratios R of strengths of magnetic to nonmagnetic interactions
with z1

*=z2
*=1. The MHR results are also included for some

values of R in order to show that the approach proposed is
able to describe quantitatively the phase behavior not only in
the ideal case but also in the presence of nonmagnetic attrac-
tion interactions. As can be seen in Fig. 6, when the ratio

0.415�R�	 is relatively large, the nonideal system exhib-
its a tricritical point behavior, similarly to the ideal case
R=	.

With decreasing R, the shape of the phase coexistence
curves changes considerably �see Fig. 7�. At moderate ratios
0.26=Rl�R�Ru=0.415 �where Ru and Rl are the upper and
lower boundary values, respectively�, we have two first-order
transitions, namely, between a paramagnetic gas and a para-
magnetic liquid as well as between a paramagnetic liquid and
a ferromagnetic liquid �instead of only one first-order transi-
tion between a paramagnetic gas and a ferromagnetic liquid
as in the above ideal-like case 0.415�R�	�. They are
complemented by the presence of the tricritical and critical
points, respectively. Here, a triple point occurs too. In this
point, a rarefied paramagnetic gas, a moderately dense para-
magnetic liquid, and a highly dense ferromagnetic liquid all
coexist at the same temperature T and pressure P. The so-
phistication of the phase diagram behavior with decreasing R
is explained by an increased weight of nonmagnetic attrac-
tions in the system and their subtle interplay with spin inter-
actions. For small 0�R�0.26, the nonmagnetic interactions
become too strong. As a result, the tricritical point disappears
and transforms into a critical end point. At the same time, the
gas-liquid critical point remains and shifts away from the
critical end point with further decreasing R.

Changing the screening radii z1 and z2 can also result in
qualitative modification of the phase diagram topology as is
demonstrated in Figs. 8 and 9. In the case z1=z2=z it can be
concluded that the upper boundary value Ru�z� �which is
equal to 0.415 at z*=1� and the lower boundary value Rl�z�
�taking the value 0.26 at z*=1� both decrease with increasing
z=z1=z2. A more complicated behavior can be observed
when z1�z2. Here, the boundaries Ru and Rl should be con-
sidered as functions of two variables z1 and z2. It can be seen
that these functions are not monotonic. In particular, the
functions Ru�z1 ,z2� and Rl�z1 ,z2� increase with increasing z2

at constant z1
*=1, but decrease with rising z1

* at fixed z2
*=1.

The AOZ-SMSA-BGY predictions on the paramagnetic-
ferromagnetic transition in the nonideal XY fluid at H=0 are
shown in Fig. 10 for various values of R in a wide region of
the temperature-density plane. Samples of canonical MC
simulation data are also included. As was established in the
case of the ideal fluid �R=	�, the Curie temperature T�

* de-
pends considerably on the screening radius z �see Fig. 4�a��.

FIG. 6. The gas-liquid coexistence densities as a function of
temperature obtained within the AOZ-SMSA-BGY approach for the
soft-core nonideal XY-spin fluid with z1

*=z2
*=1 at H*=0 for large

values of R. The MHR simulation data for R=1 are shown as
circles.

FIG. 7. The gas-liquid and liquid-liquid coexistence densities as
a function of temperature obtained within the AOZ-SMSA-BGY
approach for the soft-core nonideal XY-spin fluid with z1

*=z2
*=1 at

H=0 for moderate �subset �a�� and small �subset �b�� values of R.
The MHR simulation data for R=0.415, 0.33, and 0.2 are shown as
circles.

FIG. 8. The coexistence densities as a function of temperature
T* obtained within the AOZ-SMSA-BGY approach for the nonideal
XY spin fluid at R=0.415 �subset �a�� and R=0.26 �subset �b�� cor-
responding to different values z1

*=z2
*=0.5, 1, 2, and 3, of the inverse

screening radius.
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Our calculations show that the function T���� may also ex-
hibit a significant dependence on the parameter R, especially
at low densities �see Fig. 10�. This is contrary to predictions
of the HSMF and SCMF theories which lead to values of
T�

*��*� independent of R. For large densities ��*�1�, all the
AOZ-SMSA-BGY curves begin to converge to the same
function and the R dependence vanishes. The latter function
is almost linear in density, however, it does not coincide with
the HSMF and SCMF Curie lines.

2. Nonzero magnetic field

The complete AOZ-SMSA-BGY phase diagrams of the
nonideal XY fluid in the presence of the external field are
plotted in Fig. 11 for various values of R and H. For the

purpose of comparison, the samples of the MHR simulation
data are also shown in this figure �see subset �e�� for a value
of R=0.37 and a set of different H. In view of the results
presented in Figs. 6, 7, and 11, we can identify four types of
phase diagram topology overall. For large values R�0.415
�type I�, the system exhibits an ideal-like behavior with the
presence of a tricritical point at H=0 and gas-liquid critical
points for H�0 at each R. At moderate ratios 0.26�R
�0.415 �type II�, the gas-liquid critical point exists simulta-
neously with the tricritical and triple ones at H=0. For H
�0, the tricritical point transforms into a critical one which
relates to the transition between a moderately magnetized
liquid and a strongly magnetized liquid. The triple points can
exist at H�0 as well and describe then the simultaneous

FIG. 9. The same as in Fig. 8 but for z1�z2 at R=0.415 �subsets
�a� and �b�� and R=0.26 �subsets �c� and �d��.

FIG. 10. The paramagnetic-ferromagnetic Curie curves evalu-
ated at H=0 using the AOZ-SMSA-BGY theory for the soft-core
nonideal XY-spin fluid with z1

*=z2
*=1 at different values of the sys-

tem parameter, top to bottom, R=0.2, 0.23, 0.28, 0.33, 0.415, 0.6, 1,
and 	. The results of the HSMF and SCMF approaches are plotted
as the dotted and dashed curves, respectively. The canonical MC
simulation points are shown by circles �R=0.33� and squares
�R=0.2�.

FIG. 11. The complete thermodynamic phase diagrams obtained
for the soft-core nonideal XY-spin fluid with z1

*=z2
*=1 using the

AOZ-SMSA-BGY approach at some typical values of R=5, 1, 0.5,
0.415, 0.37, 0.3, 0.26, and 0.2 �subsets �a�, �b�, �c�, �d�, �e�, �f�, �g�,
and �h�, respectively�. The families of the coexistence curves in
each of the subsets correspond to different values of the external
field, namely, top to bottom �the set of dashed curves�, H*=0.1 and
2, as well as, bottom to top �the set of solid curves�, H*=5, 10, 20,
40, 100, and 	. The bold curves relate to the case H=0. The MHR
simulation data for R=0.37 and H*=0, 2, 10, 40, and 	 are shown
in subset �e� as circles. The paramagnetic-ferromagnetic phase tran-
sition �at H*=0� is plotted by the dotted curves.
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coexistence of three phases, namely, a weakly magnetized
gas, a moderately magnetized liquid, and a strongly magne-
tized liquid. With increasing H, either the gas-liquid �0.376
�R�0.415, type IIa� or liquid-liquid �0.26�R�0.376,
type IIb� transition disappears in a critical end point at some
finite H�R�. For larger values of H, only a gas-liquid transi-
tion is present, so that the gas-liquid critical point extends to
infinite field in any case.

For small 0�R�0.26 �type III�, the translational interac-
tion dominates over the spin one, leaving only the gas-liquid
transition, whereas the tricritical point at H=0 transforms
into a critical end point. For H→	, the system at any R
behaves like a simple nonmagnetic fluid with the interpar-
ticle potential u�r�=��r�− I�r�−J�r�. Then all spins align ex-
actly along the field vector H, so that cos��1−�2�=1 for any
pair of particles �see Eq. �7��.

In the special case R=RvL=0.376, the gas-liquid
and liquid-liquid critical lines merge into one point at some
finite value of the external field. It is an asymmetric tricritical
point which is also known as a van Laar point �50� in the
global phase diagram. The van Laar-like behavior is pre-
sented in Fig. 12 using �� ,T� , �H ,T�, and �H ,�� projections.
The computations show that such a specific tricritical point is
identified at HvL

* �1.9 with �vL
* �0.48 and TvL

* �9.6.
The gas-liquid critical temperature Tcgl

* , the liquid-liquid
�wing� critical temperature Tcw

* , as well as the corresponding
densities �cgl

* and �cw
* are shown in detail as functions

of the strength H* of the external field in Figs. 13 and 14,

respectively. We mention that both gas-liquid and liquid-
liquid phase transitions may exist only in the region of
type II, 0.26=Rl�R�Ru=0.415, of the global phase dia-
gram. For type I �subset �a��, the wing line will correspond to
the gas-liquid critical point �no liquid-liquid phase transitions
are present in R regions corresponding to types I and III�. As
can be seen, the function Tcw

* is nonmonotonic in H for
0.376=RvL�R�	, i.e., in the whole R interval where this
function can exist for arbitrary fields 0�H*�	. The posi-
tion of the minimum in Tcw

* �H*� shifts from H*�3 to 1 with
decreasing R. For R�RvL; the wing line terminates at some
finite value Hcew

* �R� �subset �b� of Fig. 13� until it disappears
at all at R�Rl=0.26. The wing line density �cw

* �H*� also
exhibits a nonmonotonic field dependence in the interval
0.6�R�	 with the presence of a maximum at H*�R��0.1

FIG. 12. The thermodynamic phase diagrams obtained within
the AOZ-SMSA-BGY approach for the soft-core nonideal XY-spin
fluid with z1

*=z2
*=1 at R=RvL=0.376 and H*=0, 0.1, 1, 2, 3, 5, 10,

20, 40, 100, and 	 �subset �a��. A more detailed phase behavior near
the asymmetric tricritical point is presented in subset �b� for �bot-
tom to top� H*=0.5, 1, 1.3, 1.5, 1.7, 1.9, 2.1, and 2.4. Samples of
the MHR simulation data are presented in subset �b� for H*=0.5
and 1.9 by circles. The gas-liquid �on the left� and liquid-liquid �on
the right� critical points are shown as open and full squares, respec-
tively, connected by dashed curves. The curves meet in the tricriti-
cal point �star�. The triple points are represented by the horizontal
dashed lines. The critical temperature and critical density of the
gas-liquid and liquid-liquid phase transitions are plotted as func-
tions of H* in subsets �c� and �d�, respectively.

FIG. 13. The critical temperature of the wing lines Tcw
* , subsets

�a� and �b�, and the gas-liquid critical lines Tcgl
* , subsets �c� and �d�,

as a function of the external magnetic field H* for the nonideal
XY-spin fluid at different values of parameter R.

FIG. 14. The critical density of the wing lines �cw
* , subsets �a�

and �b�, and the gas-liquid critical lines �cgl
* , subsets �c� and �d�, as

a function of the external magnetic field H* for the nonideal
XY-spin fluid at different values of R.
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to 2. For R�0.6, it decreases monotonically �see subset �b�
of Fig. 14�.

On the other hand, for 0.376=RvL�R�Ru=0.415 the
gas-liquid critical line ends in a critical end point at some
finite value Hcegl

* �R� �subset �c� of Figs. 13 and 14�. For
R�RvL, the gas-liquid transition line exists for arbitrary
fields 0�H*�	. The critical temperature Tcgl

* �H*� of this
transition increases always monotonically with increasing H*

�subsets �c� and �d� of Fig. 13�, whereas the critical density
�cgl

* �H*� is always a nonmonotonic function exhibiting a
maximum at H*�3 to 30 depending on R �see subsets �c�
and �d� of Fig. 14�.

It is worth pointing out that phase behavior similar to that
presented in Figs. 1–14 for the XY-spin fluid has been re-
cently found by us within the IE approach for the Ising fluid
model �8�. The phase diagram topologies found at H=0 for
the XY and Ising fluids are also observed for other systems,
such as symmetric binary nonmagnetic mixtures �24–31�,
mixtures of 3He-4He �22,34,35�, the Heisenberg fluid �4,19�
or the Stockmayer fluid �51�. The van Laar point has earlier
been realized in symmetric mixtures �52� and Ising fluids �8�.
We note also that all the types of the phase diagrams found in
the present study for the XY fluid within the IE approach
could be investigated within MF theory �4� as well. How-
ever, the disadvantage of the MF approach is that it can
provide only a qualitative description. In particular, it pro-
duces boundary values Ru and Rl which are independent of z1

*

and z2
*. This corresponds, in fact, to the limiting behavior of

the genuine functions Ru�z1 ,z2� and Rl�z1 ,z2� at z1
*=z2

*→0.
As can be seen from the results presented, the agreement

between the AOZ-SMSA-BGY theory proposed and the
simulations is quite satisfactory �see Figs. 1, 4, 6, 7, 11, and
12�. Slight deviations appear only in the vicinity of critical
points. This is explained by finite size effects in the simula-
tions and the approximate character of the SMSA closure
used in the theory. For the latter reason, the classical value
�=1/2 of the critical exponent describing the gas-liquid bin-
odal behavior ��−�c���T−Tc�� near the critical point ��c ,Tc�
is recovered �in particular, at R=	 and H�0; see Fig. 1�,
instead of the value ��1/3 known from the renormalization
group analysis �53�. On the other hand, the crossover to the
tricritical value �=1/4 can be observed near the van Laar
point at R=0.376 and H*=1.9 �Fig. 12�b��. More precise IE
calculations near critical points are possible provided the
thermodynamic self-consistency is satisfied �see Sec. II C 5�.

IV. CONCLUSION

In this paper, we have proposed a technique to investigate
orientationally ordered fluids with planar spins. The tech-
nique combines the standard integral equation method with
appropriate expansions of the anisotropic correlation func-
tions in terms of orthogonal polynomials. This reduces the
anisotropic integral equation calculations to those inherent in
a homogeneous mixture of simple monatomic fluids and thus
presents now no numerical difficulties. Detailed comparisons
with GEMC and MHR simulations have shown that the pro-
posed AOZ-SMSA-BGY approach is powerful enough to

give a quantitative description of phase transitions in the
XY-spin fluid systems.

The AOZ-SMSA-BGY method can also be extended to
systems with dipole interactions in the presence of an exter-
nal electric field. The present SMSA closure can be applied
to Heisenberg spin and dipole fluids with soft-core repulsion
potentials. These problems including the improvement of the
thermodynamic self-consistency of the integral equation ap-
proach will be the subject of our future investigations.
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APPENDIX A: CHEMICAL POTENTIAL

The XY-spin fluid in an external magnetic field H is de-
fined by the canonical partition function

QN�V,T,H� =
1

N ! �3N � dqN exp�− �U�rN,�N�� ,

�A1�

where dqN=�i=1
N drid�i and U denotes the microscopic ex-

pression �see Eq. �1�� for the total potential energy of the
system �the magnetization per particle, see Eq. �25�, reduces
to M = �kBT /N�� ln QN /�H�. In classical statistical mechan-
ics, the chemical potential can be directly connected with the
partition function by the relation

�� = − kBT ln	QN+1���
QN


 . �A2�

It follows from the definition of the Helmholtz free
energy FN=−kBT ln QN and thermodynamics relation
�= ��F /�N�VTH�FN+1���−FN in the limit limN→	. In our
notation, the �N+1�th particle is considered as a separate
�solute� body which couples to the �solvent� system by the
parameter �. In other words, the solute body interacts with
all the other N solvent particles via the potential
u��r ,�1 ,�2�, while the interaction u�r ,�1 ,�2� between sol-
vent particles remains unchanged and independent of �.
Then

QN+1��� =
1

�N + 1� ! �3�N+1� � dqN+1 exp�− ��U + �U���

�A3�

with �U�=H cos��N+1�+�i=1
N u���ri−rN+1� ,�i ,�N+1�. Differ-

entiating Eq. �A2� with respect to � in view of Eq. �A3�
yields
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���

��
= � ��U��rN+1,�N+1�

��
�

�

=
�

�2
�2 � dr d�1d�2

� ��1����2�g��r,�1,�2�
�u��r,�1,�2�

��
, �A4�

where �¯��=�¯dqN+1 exp�−��U+�U��� / ��N
+1� !�3�N+1�QN+1���� denotes the statistical averaging. Tak-
ing into account the equality ����=1=��=0+�0

1d� ��� /��,
where ��=0=−kBT ln QN+1��=0� /QN=kBT�ln���3�−ln Z0�,
one immediately reproduces Eq. �30�.

In order to find an explicit form of the � dependence for
functions g��r ,�1 ,�2�=h��r ,�1 ,�2�+1 and ���2�, it is con-
venient to treat the solute and solvent subsystems as a binary
mixture at infinite solute dilution. Then the solute-solvent
total correlation function h� and the solute one-body distri-
bution function � can be found from the corresponding mix-
ture AOZ and LMBW equations,

h��r,�1,�2� = c��r,�1,�2� +
�

2

� dr�d����

�c��r − r��,�1,��h��r�,�,�2� �A5�

and

d

d�
ln

����
0���

=
�

2

� dr d��c��r,�,���

d����
d��

, �A6�

respectively �they differ from the basic equations; see Eqs.
�5� and �10��, complemented by the solute-solvent closure
�see Eq. �6��

g��r,�1,�2� = exp�− �u��r,�1,�2� + h��r,�1,�2�

− c��r,�1,�2� + B��r,�1,�2�� , �A7�

where c��r ,�1 ,�2� and c�r ,�1 ,�2� are the solute-solvent and
solvent-solvent direct correlation functions, respectively, and
��� is the solvent one-body distribution function. Taking the
partial derivative �u��r ,�1 ,�2� /�� from the differentiation
of Eq. �A7� with respect to �, one finds

g�

�u�

��
=

�

��
	h�

2

2
− c� + B�
 − h�

�c�

��
+ h�

�B�

��
. �A8�

Despite a relative simple structure of Eq. �A8�, we will come
to significant difficulties when trying to perform the � inte-
gration according to Eqs. �30� and �A4�, because of the ex-
istence of the multiplier ���2� which depends on � in a
complicated way �Eq. �A6��.

To avoid this, let us consider the solute insertion as a
process during which the solute one-body distribution func-
tion ���� is constrained to be fixed �independent of �� and
equal to the one-body distribution function ��� of the �sol-
vent� system. The constraint ����=��� can be enforced by
introducing an auxiliary external potential v���� which re-
lates exclusively to the solute particle and vanishes when this
particle is fully coupled to the system, i.e., v�=1���=0. Add-
ing the corresponding external field term −d�v���� /d� to
the right-hand side of Eq. �A6� we obtain

�
dv����

d�
=

�

2

� dr d��c��r,�,���

d����
d��

−
d

d�
ln ���� ,

�A9�

where ����=��� /0��� denotes the normalized one-body
orientational distribution. The partition function then trans-
forms to

QN+1��� =
1

�N + 1��3�N+1� � dqN+1

�exp�− ��U + �U� + v���N+1��� , �A10�

so that now

���

��
= � �v�

��
�

�,v�

+ � ��U��rN+1,�N+1�
��

�
�,v�

and ��=0=−kBT ln QN+1��=0� /QN=kBT�ln���3�−ln Z�.
Thus, Eq. �30� can be rewritten in the equivalent form

�* = − kBT ln Z + w +
�

�2
�2�
0

1

d�� dr d�1d�2

� ��1���2�g��r,�1,�2�
�u��r,�1,�2�

��
, �A11�

where w= �1/2
��0
1d��d� ����v���� /�� denotes the addi-

tional work of turning on and varying the auxiliary external
field.

The � integration in the right-hand side of Eq. �A11� can
already be performed readily. Indeed, substituting now the
partial derivative g��u� /�� from Eq. �A8� leads to the exact
integration of the first term as �0

1d� � �h�
2 /2−c�+B�� /��

=h2 /2−c+B. The second term h��c� /�� can also be
reduced to an exact differential and thus integrated exactly.
Using Eq. �A5� and the symmetry property c��r
−r�� ,�1 ,�2�=c��r�−r� ,�2 ,�1�, it can be shown that

� dr d�1d�2��1���2�h��r,�1,�2�
�c��r,�1,�2�

��

=
1

2

�

��
� dr d�1d�2��1���2�h��r,�1,�2�c��r,�1,�2� .

�A12�

For the third term in the right-hand side of Eq. �A8� we use
that h��B� /��=��h�B�� /��−B��h� /��, while for the sec-
ond term in the right-hand side of Eq. �A11� we obtain in
view of Eq. �A9� that w= �1/2
��d� ���ln ����. Then after
some algebra, the excess chemical potential can be cast in
the following explicit form:

��* = − ln Z +
1

2

� d� ���ln ����

+
�

�2
�2 � dr d�1d�2��1���2�	1

2
�h2�r,�1,�2�

− h�r,�1,�2�c�r,�1,�2�� − c�r,�1,�2�

+ g�r,�1,�2�B�r,�1,�2�
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− �
0

1 �h��r,�1,�2�
��

B��r,�1,�2�d�
 . �A13�

Equation �A13� is an exact result �no approximations have
been made up to this moment�.

The � integration in the last term of the right-hand side of
Eq. �A13� can be performed using one or another form of the
bridge function. For instance, for the HNC closure B�0, and
this term will be absent. In principle, the � integration should
be path independent, i.e., invariant with respect to the way of
turning on the interaction u��r ,�1 ,�2� from u�=0=0 to
u�=1=u�r ,�1 ,�2�, provided the bridge function B� is exact.
In actual calculations we can deal only with an approximate
form of B��r ,�1 ,�2� for which the � integration will be al-
ready, generally speaking, path dependent �the problem with
the path dependence for isotropic systems has been recently
considered in detail in Ref. �54��. For a wide class of modern
closures, the bridge function is believed to depend function-
ally on the renormalized indirect correlation function
�=h−c−�ul, i.e., B�r ,�1 ,�2��B(���r ,�1 ,�2��). For in-
stance in the case of the SMSA approximation, the bridge
function B depends on � according to Eq. �8�. In view of this,
it is quite natural to conserve the unique functional depen-
dence of B��r ,�1 ,�2�=B����r ,�1 ,�2�� on ��r ,�1 ,�2� for
any �� �0,1�, where ��=h�−c�−�ul�. This is only possible
by setting the scaling dependence ��=�����, where ���� de-
notes an arbitrary switching function with ��0�=0 and
��1�=1, so that B�=B������=B(�������)�B������. From the
topology of integral equations it also follows that if h and c
are the solutions to the basic �solvent� AOZ equation �Eq.
�5��, the functions h�=����h and c�=����c will automati-
cally satisfy the solute-solvent AOZ equation �Eq. �A5��,
making the ratio h� /c�=h /c independent of �. Thus the
functional dependence can be conserved if the long-ranged
potential is turned on as ul�=����ul using the same switch-
ing function. This does not concern, of course, the total po-
tential u� which will depend on � in a more complicated
way, �u�=−ln�1+����h�+�����h−c�+B�������, as follows
from Eq. �A7� by solving the inverse AOZ problem �i.e., by
reproducing the interparticle potential from a given form of
the correlation functions�. But this is not important for the
current stage of the calculations since the potential u� has
already been expressed in terms of correlation functions and
thus no longer enters into the equation �Eq. �A13�� for the
chemical potential. Taking into account the functional scal-
ing behavior yields

�
0

1 �h�

��
B�d� =

h�r,�1,�2�
��r,�1,�2��0

��r,�1,�2�

B����d��, �A14�

where for the SMSA bridge function �Eq. �8�� we have

�
0

�

B����d�� = �1 + ��ln�1 + �� −
��� + 2�

2
. �A15�

An essential feature of Eq. �A14� is that the scaling func-
tion ���� has been canceled, indicating the scale path inde-
pendence of the � integration. Additional simplifications in
Eq. �A13� are possible by expressing the one- and two-

dimensional integrations with respect to angle variables in
terms of harmonics coefficients �see Eqs. �14�–�17��. Then
one finds

��* = ln Z0 − 2 ln Z + ��
n=1

	

ann00 + �� dr

�� �
n,m,n�,m�,l

nn�lmm�l	1

2
hnml�r��hn�m�l�r� − cn�m�l�r��

+ gnml�r�Bn�m�l�r�
 − �
n,m=0

	

n00m00cnm0�r� −
1

�2
�2

�� d�1d�2��1���2�
h�r,�1,�2�
��r,�1,�2��0

��r,�1,�2�

B����d��� ,

�A16�

or in the matrix form

��* = ln Z0 − 2 ln Z + ��
n=1

	

ann00 − � �
n,m=0

	

Cnm + �

�� dk

�2
�3 �
l=0,1

tr	1

2
��l�h�l��k����l�h�l��k� − ��l�c�l��k��

+ ��l�g�l��k���l�B�l��k�

−

�

�2
�2 � dr d�1d�2��1���2�
h�r,�1,�2�
��r,�1,�2�

��
0

��r,�1,�2�

B����d��, �A17�

where B�l��k� is the matrix with the �nm�th elements Bnml�k�
�for each given l=0 and 1� being the Fourier transform
of the harmonic coefficients Bnml�r� �see Eq. �14�� for
the function B�r ,�1 ,�2�, tr denotes the trace operation,
Cnm=n00m00cnm0�k=0�, and Z0 can be reduced to the
zeroth-order modified Bessel function of the first kind
I0��H�. Note that since the correlation functions h and �
enter into the last term of the right-hand side of Eq. �A16� in
a very complicated nonlinear way �see Eq. �A15��, the cor-
responding integration in angle variables for this term cannot
be done in quadratures.

In such a way, the chemical potential can be evaluated for
anisotropic orientationally �ferromagnetically� ordered sys-
tems directly in terms of correlation functions. In the particu-
lar case of disordered �paramagnetic� states, when H=0 and
���=0���=1 with 000=1 and nml=0 otherwise, as well as
ln Z0=ln Z=0, an=0, and the functions h ,c ,�, and B do not
depend on �1 and �2, so that h000=h�r�, c000=c�r�,
�000=h�r�, and B000=B�r�, Eq. �A16� completely coincides
with that for the excess chemical potential obtained in pre-
vious work �8,40,42,43� for isotropic nonmagnetic fluids.
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APPENDIX B: HELMHOLTZ FREE ENERGY

The Helmholtz free energy per particle can be reproduced
using the thermodynamic relation F /N=�− P /� and known
values of P and �. Alternatively, it can be calculated directly
in terms of correlation functions, similarly to what has been
done already for the chemical potential. To accomplish
this, let us consider now our system in a situation where the
interaction between all of the particles varies according to
the �-dependent potential u��r ,�1 ,�2� from u�=0=0 to
u�=1=u�r ,�1 ,�2�. An auxiliary external potential V���� in
the presence of the primary field H is introduced to keep the
one-body distribution function of each particle fixed �despite
the variation of the two-body potential u�� and equal to the
function ��� corresponding to the basic state of the system
at �=1 �so that V�=1=0�. The partition function of the system
related to the above � state reads

QN��� =� dqN

N ! �3Nexp�− �	�
i=1

N

�H cos��i� + V���i��

+ �
i�j

N

u��rij,�i,� j�
�
�� dqN

N ! �3Nexp�− �U��qN�� �B1�

�note that QN��=1�=QN�V ,T ,H�; see Eq. �A1��. The differ-
entiation of F���=−kBT ln QN��� gives

�F���
��

= N� �V�

��
�

�

+��
i�j

N
�u��rij,�i,� j�

��
�

�

, �B2�

where now

�¯�� = �1/N ! �3NQN���� � ¯ dqN exp�− �U��qN�� .

Then taking into account the equality F�F�1�=F�0�
+�0

1d� �F��� /��, one finds

F
N

=
F�0�

N
+ W +

1

2

�

�2
�2�
0

1

d�� dr d�1d�2

� ��1���2�g��,r,�1,�2�
�u��r,�1,�2�

��
, �B3�

where

W = �1/2
��
0

1

d�� d� ��� � V����/��

= �1/2
� � d� ���V���

with V=−V�=0, and F�0��F�0�=−kBT ln QN��=0�
=NkBT�ln���3�−1−ln Z� is the free energy in the absence of
interparticle interactions �but in the presence of external
fields H and V�.

In view of Eqs. �5�, �6�, and �10�, the AOZ, closure, and
LMBW equations corresponding to the � state take the forms

h��,r,�1,�2� = c��,r,�1,�2� +
�

2

�

V

dr��
0

2


d� ���

� c��, �r − r��,�1,��h��,r�,�,�2� , �B4�

g��,r,�1,�2� = exp�− �u��r,�1,�2� + h��,r,�1,�2�

− c��,r,�1,�2� + B��,r,�1,�2�� , �B5�

and

d

d�
ln ��� =

d

d�
�H cos � −

d�V����
d�

+
�

2

�

V

dr�
0

2


d��c��,r,�,���
d����

d��
,

�B6�

respectively. In order to avoid confusion, it is worth stressing
that the correlation functions g�� ,r ,�1 ,�2�=h�� ,r ,�1 ,�2�
+1, c�� ,r ,�1 ,�2�, and B�� ,r ,�1 ,�2� are related to the �
state of the whole system. They have nothing to do with
correlation functions g��r ,�1 ,�2�=h��r ,�1 ,�2�+1,
c��r ,�1 ,�2�, and B��r ,�1 ,�2� introduced earlier �see Appen-
dix A� to describe the � state of a separate particle. Because
of this, the � integration in Eq. �B3� will lead to different
results in comparison with those corresponding to Eq. �A11�,
despite the fact that both formulas are similar. Indeed, taking
the partial derivative �u��r ,�1 ,�2� /�� from Eq. �B5� we
come to an expression similar to Eq. �A8�. After substituting
it into Eq. �B3� and performing the � integration, this will
give the same result for the first terms h2 /2−c+B corre-
sponding to exact differentials, because the boundary condi-
tions at �=0 and 1 are the same for both of the above sets of
correlation functions, i.e., �h ,c ,B��=0=0= �h ,c ,B���=0� and

�h,c,B��=1�r,�1,�2�

= �h,c,B��� = 1,r,�1,�2�

= �h,c,B��r,�1,�2� .

Because of this we have also that W=w �see Eqs. �A9� and
�B6��. But for a given u��r ,�1 ,�2�, both of the sets differ in
their values for the correlation functions at intermediate
states �� �0,1�. For this reason, when handling the term
h�� ,r ,�1 ,�2��c�� ,r ,�1 ,�2� /�� we can no longer use the
equality �Eq. �A12�� which now is not valid, because the
�solute-solvent� AOZ equation �Eq. �A5�� differs from the
�system� AOZ equation �Eq. �B4��. The latter can be rewrit-
ten in k space in matrix form as

h�l���,k� = c�l���,k� + �c�l���,k���l�h�l���,k� , �B7�

where h�l��� ,k� and c�l��� ,k� denote the square matrices with
the �nm� elements hnml�� ,k� and cnml�� ,k�, respectively, for
each l=0 or 1, with hnml�� ,k� and cnml�� ,k� being the Fou-
rier transform of the planar harmonic coefficients �Eq. �14��
for the functions h�� ,r ,�1 ,�2� and c�� ,r ,�1 ,�2�. From Eq.
�B7� it is easy to show that the matrices h�l� and c�l� satisfy
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�I + ���l�h�l���,k��−1 = I − ���l�c�l���,k� . �B8�

Then using the matrix identity � ln det M /��
=tr�M−1�M /���, where det denotes the determinant opera-
tion, we have for matrix M�� ,k�=I+���l�h�l��� ,k� in view of
Eq. �B8� that

�

��
ln det M = tr	�I − ���l�c�l���,k���

���l�h�l�

��

 �B9�

and thus

tr	�2��l�c�l���,k�
���l�h�l���,k�

��



=
�

��
�tr����l�h�l���,k�� − ln det�I + ���l�h�l���,k��� .

�B10�

Taking into account that −h�c /��=−��hc� /��+c�h /�� we
obtain for the last term, which appears in the � integrand in
the right-hand side of Eq. �B3�, that

� dr d�1d�2��1���2�c��,r,�1,�2�
�h��,r,�1,�2�

��

=� dk

�2
�3d�1d�2��1���2�c��,k,�1,�2�
�h��,k,�1,�2�

��

=� dk

�2
�3 tr	��l�c�l���,k�
���l�h�l���,k�

��

 �B11�

which, in view of Eq. �B10�, presents an exact differential

and can easily be integrated. Thus, Eq. �B3� becomes

�F
N

=
�F0

N
+ 2�ln Z0 − ln Z� + ��

n=1

	

ann00 −
�

2

��
n,m=0

	

Cnm +
�

2 �
l=0,1

� dk

�2
�3

��tr���l�h�l��k�	1

2
��l�h�l��k� − ��l�c�l��k�
�

+
1

�2 �tr����l�h�l��k�� − ln det�I + ���l�h�l��k���

+ �
0

1

d� ��l�g�l���,k�
���l�B�l���,k�

�� � , �B12�

where �F0 /N=ln���3�−1−ln Z0 is the free energy per par-
ticle of an interacting system in the presence of an external
field H. The last term in Eq. �B12� must be approximated. It
cannot be integrated analytically using the scaling formalism
as this has been done when considering the bridge contribu-
tion to the chemical potential �see Eq. �A14��. The reason is
that now the ratio h�� ,r ,�1 ,�2� /c�� ,r ,�1 ,�2� cannot be
made independent of � due to the differences in the AOZ
equations �A5� and �B4�. For the HNC approximation, the
last term can be neglected. For other closures, including the
SMSA, the integration with the bridge function should be
performed numerically using correlation functions obtained
from the integral equation theory at intermediate � states.
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